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PROJECT OVERVIEW & SYSTEM NEED

* Introduction to In-Space Servicing, Assembly and Manufacturing (ISAM):

e U.S.ISAM National Strategy underscores ISAM’s transformative potential for
scientific innovation, economic growth, and space commercialization

* Key Advantages:

Overcoming launch size constraints
Enhancing Flexibility via on-orbit upgrades
Cost savings through reduced structural mass
Decreasing ground based testing needs

Enabling structures unbuildable in Earth’s gravity

AOMS Objective:

A modular platform to enable large-scale in-space manufacturing of high-
value products

IN-SPACE SERVICING, ASSEMBLY, AND
MANUFACTURING NATIONAL STRATEGY

Product of the

IN-SPACE SERVICING, ASSEMBLY, AND MANUFACTURING
INTERAGENCY WORKING GROUP

of the
NATIONAL SCIENCE & TECHNOLOGY COUNCIL

April 2022




/BLAN FIBER PRODUCTION — AOMS INITIAL USE CASE

* ZBLAN is a heavy metal fluoride glass(ZrF,-BaF,-
LaF;-AlF;-NaF) known for exception optical
properties:

* Attenuation as low as 0.01 dk/km (vs. 0.2 db/km for
silica fibers)

* Microgavity benefits the production of ZBLAN by
suppressing convection currents and sedimentation

* Fibers produced in microgravity exhibit 10-100x
better performance compared to Earth-based
manufacturing

e ZBLAN production has been proven onboard the
ISS, and is a high TRL candidate for AOMS

* Flawless Photonics produced more than 11km
aboard the ISS in Mar 2024, with 7 runs exceeding
700m




STAKEHOLDER NEEDS ANALYSIS

e Stakeholder Groups:

End-Users: Require high-quality ZBLAN fibers for advanced applications.

Financial Investors: Demand economic viability and return on investment.

Regulatory Bodies: Enforce compliance with safety and operational standards.

Scientific Community: Seek innovative research opportunities enabled by AOMS
 Commercial Partners: Focus on scalability and integration into market demands.
» Stakeholder Needs:
* Technical Performance: Reliable and scalable ZBLAN production.
* Economic Viability: Cost-effective operations and ROI.

* Compliance: Adherence to regulatory and safety standards.
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* Innovation: Enable groundbreaking manufacturing processes.

* Traceability Matrix maps needs to stakeholders, ldentifies shared interests and
resolves competing priorities.

* Guides requirement development and resource allocation.



MISSION OBJECTIVES

e Mission Need:

* Develop a scalable, upgradable orbital system to produce high quality materials in microgravity

Ensure regulatory compliance, environmental responsibility, and compatibility with existing space infrastructure

Support national space goals, scientific research, and commercial viability with sustainable operations
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CONOPS
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USE CASES & MISSION SCENARIOS

Key Use Cases:

-conditions

Sroduce ZBLAN Fiber [ UC_1 Produce ZBLAN Fiber | )

* Produce ZBLAN Fiber: High-quality manufacturing in microgravity.

* Scientific Research: Enable experiments in materials and fluid dynamics.

* System Maintenance: Diagnostics, repairs, and in-orbit servicing.

* Resource Management: Efficient resupply and product return.

* Performance Analysis: Real-time monitoring and optimization.

* Regulatory Compliance: Adherence to safety and space debris standards.

* System Upgrades: Adaptability to new materials and processes.
Operational Scenarios:

e ZBLAN Fiber Production: Automated drawing, monitoring, and quality
control

*  Multi-Material Research: Flexible setups for concurrent experiments.

* Anomaly Response: Remote diagnostics and recovery protocols.

* Resupply & Return: Coordinated material handling and inventory
updates.



SYSTEM REQUIREMENTS DERIVATION

* I|dentified Stakeholder Needs: Gathered goals and expectations from end-users, investors, and regulators
* CONOPS & Lifecycle Analysis: Defined system lifecycle stages, ensuring coverage from design to end-of-life.
e Use Case Analysis: Mapped system behaviors and interactions

* Derive Requirements: Translate operational needs & performance targets into quantifiable, verifiable requirements

* Traceability: Aligned each requirement with stakeholder needs, ensuring validation and consistency

Legend B[




KEY PERFORMANCE PARAMETERS (KPPS)

Name

e KPPs are critical success factors that are non-negotiable for B D v |
system success. If unmet, the project cannot continue. 2 o

The system shall operate continuously and securely in the space environment, producing high-
quality ZBLAN fibers while maintaining operational availability, autonomy, and microgravity
conditions. It shall be capable of scaling production, handling multiple materials, and ensuring
radiation protection.

= The syst: hall t vity envi t with less than 104-6 g d ZBLAN fib
[ ] AOMS KPPS: Microgravity Optimization e system shall maintain a microgravity environment with le an 6 g during ZBLAN fiber trize

production,

[ false

Operational

The system shall operate autonomously for at least 95% of its production time, including the ability

Automation to automatically restart fiber production after breaks.

true

* High-Quality Production: <1 crystallization defect per km of
ZBLAN fiber in microgravity.

The system shall be capable of scaling production capacity from initial demonstration levels to full ¢
commercial production levels of up to n of ZBLAN fiber per draw. rue

Preduction Ramping

Operational Availabiirty The system shall maintain a2 minimum of 95% operational availability throughout its design life. true

true

em shall be designed to operate continuously in the space environment for a minimum of 5

Confinuouis Operatiy years without requiring physical human intervention.

* Continuous Operation: 5 years of operation without human
intervention.

The system shall produce ZBLAN fibers with less than 1 crystallization defect per kilometer of fiber

= High-Quality Production | actured in microgravity

true

B [ Performance Requirements
The system shail achieve superior performance metrics in ZBLAN fiber production, including fiber

[ ] O pe ratio n a I Ava i I a bi I ity: 95% O pe r‘atio n a | ava i I a bi I ity_ 50 B B P Puformance quality, production rate, yield, and consistency. It shall demonstrate commercial viability through [ false

competitive pricing and multiple revenue streams, while ensuring energy efficiency and rapid
production recovery after interruptions.

* Production Ramping: Scale production to 50 km per draw. P | ekt cptle ot aoraealy nenting acpdction ibio b oy (s

production break, maintaining at least of pre-break production quality.

Manufacturing Yield The system shall achieve a manufacturing yield of at least 95% usable fiber. true

° Automation: 95% autonomous Ope ration’ including auto_ 67 Production Rate shall maintain a production rate of at least 500 meters of ZBLAN fiber per day. true
re sta rt afte r b rea ks 6 Fiber Quality shall produce ZBLAN fibers with attenuation rates of 0.05 dB/km or lower at 2.5 um s

* Fiber Quality: Attenuation of 0.05 dB/km or lower at 2.5 um.
* Production Rate: 500 meters of fiber per day.

* Production Continuity: Auto-restart within 10 minutes,
maintaining 90% of quality
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FUNCTIONAL ANALYSIS: CONTEXT DIAGRAM

* Purpose:

* Shows high-level interactions between AOMS and
external systems/entities.

e Key Elements: A b S—

* AOMSS as a Black Box: Focus on mission-level
interactions, not internal components.

* Inputs/Outputs: Displays flow of resources, data, and
control signals to/from AOMS.

* External Systems: Includes interactions with launch
vehicles, ground control, and resupply capsules.

launch Operations Facility : Launch Opera

e System-Level View:

* lllustrates how AOMS supports key objectives like
fiber production and resource management.

* Foundation for Functional Analysis:

e Serves as the basis for detailed functional
decomposition and system design.



TOP LEVEL FUNCTION ACTIVITY DIAGRAM

* Purpose:

* Visualizes the primary operations and sequence of
AOMS’s core functions.

* Key Functions:

. Autonomous Manufacturing Operations
. Maintain Platform Availability

. Regulatory Compliance

. Manage Resources & Logistics

. Fault Recovery & Remote Override

. Monitor System Performance

. On-Orbit Assembly & Upgrades

* 8. Manage Orbital Position & Attitude

°
N OO o B WN R

* Flow of Activities:

* Control flows show sequence and dependencies, while
object flows represent materials and data movement.

* System Overview:

* lllustrates how AOMS integrates core functions,
ensuring smooth operation from manufacturing to
maintenance.



EXAMPLE DECOMPOSITION OF LO FUNCTIONS TO L1

act

pppppp

e Purpose of Decomposition:

* Breaks down high-level functions into manageable tasks for easier
design and implementation.

« Why Decompose?

e Clarifies Operations and identifies specific actions.
» Simplifies Complexity by breaking functions into smaller components.

* Enables Design by providing clear tasks for development.

 Decomposition Example:
e LO Function: Conduct Autonomous Orbital Manufacturing Operations

e L1 Functions: Produce ZBLAN Fiber, Monitor Microgravity Conditions,
Monitor Production




DECOMPOSITION TO L2/L3 & BINDING/COUPLING

* Purpose:

* Break down LO functions into L1, L2, and L3 subfunctions to ensure the system is designed with acceptable risk.

* Process:
* L1 Functions: High-level tasks (e.g., fiber production, thermal control).
* L2 Functions: More detailed tasks (e.g., heating preform, monitoring microgravity).

* L3 Functions: Specific tasks (e.g., adjust heating rate, measure fiber tension) for clear implementation.

e Binding and Coupling Considerations:
* Tight Binding: Group related functions to reduce redundancy and increase cohesion.

* Loose Coupling: Assign unrelated functions to separate subsystems to enhance flexibility and minimize interdependencies.
MName Supporting L1 Functions Supperting L2 Functions Supporting L3 Functions
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FUNCTIONS TO REQUIREMENTS

Purpose:

Establishes bi-directional traceability between L2 functions and
system requirements using the <<Satisfy>> relationship in
SysML.

Process:

Decompose Functions: Break down high-level functions into L2
functions.

Map to Requirements: Use the <<Satisfy>> relationship in SysML
to trace L2 functions to the corresponding requirements.

Verify Completeness: Traceability ensures all requirements are
covered and highlights any missing requirements, which are
added to the System Specification.

Importance:

Ensures Completeness: Guarantees that all functional
requirements are met.

Identifies Gaps: Highlights missing requirements for inclusion in
the System Specification.

Supports Validation: Confirms that system functions align with
defined requirements.

Improves Traceability: Provides clear, traceable connections
between design and requirements.
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PHYSICAL CONTEXT DIAGRAM

* Purpose:

*  Shows AOMS’s interactions with external entities,
focusing on physical interfaces.

* Key Elements:

* AOMS as the central system with external entities (e.g.,
launch vehicles, ground control, resupply capsules).

* Inputs and Outputs: Labeled with implementation
details (e.g., Ethernet for data, power cables for
electricity).

» Difference from Functional Context Diagram:

* The Physical Context Diagram focuses on physical
interfaces (e.g., data cables, power connections) while
the Functional Context Diagram focuses on functional
interactions (e.g., commands, data flow).

*  This diagram emphasizes the hardware connections
and physical resources used by AOMS.



TOP LEVEL PHYSICAL INTERNAL BLOCK DIAGRAM (IBD)

* Purpose:

* Displays the top-level physical
architecture of AOMS, showing
subsystems and interfaces.

e Key Elements:

e Subsystems: Main subsystems like
ZBLAN fiber production and thermal
control.

* Interfaces: Connections such as cables,
data links, and power cables.

* Focus:

* Depicts the flow of material, energy,
and data between subsystems.

* Importance:

* Provides a high-level overview, ensuring
subsystems are well-connected for
seamless operation and guiding further
design.



SUBSYSTEM PHYSICAL DECOMPOSITION (BDD & IBD)

* Purpose:

e Shows the physical decomposition of the
manufacturing subsystem, detailing components
and their interactions.

* Key Elements:

heater Stage :HeaterStage | ['heater Stage Motor : Heater Stage Motor

* BDD: High-level breakdown of physical components
(e.g., fiber drawing mechanisms, heating units) e o |y

* |IBD: lllustrates physical connections and interfaces
(e.g., power cables, data links, mechanical
connections).

* Importance:

* Provides a complete view of the subsystem's
behavior and physical integration, guiding detailed
design and integration.



TOP-LEVEL PHYSICAL N2 DIAGRAM

* Purpose:

e |llustrates the interactions and data/material flows
between subsystems at the top level.

* Key Elements:

* Subsystems on the Diagonal: Represents the main
subsystems (e.g., ZBLAN fiber production, thermal
control).

* Interactions/Flows: Shows what is transferred
between subsystems (e.g., data, power, materials)
and how they communicate.

* Focus:

* Highlights the physical relationships and
dependencies between subsystems, ensuring each
subsystem supports the overall mission objectives.

* Importance:

* Provides a clear overview of how subsystems
interact physically and exchange resources,
supporting system integration and functional
completeness.



COMPONENT-FUNCTION TRACEABILITY & CONSIDERATIONS

Legend

Purpose:

A Allocate

* Map L2/L3 functions to specific components, ensuring all system functions are
implemented and traceable to the physical architecture.

* Process:

* Used the <<Allocate>> relationship in SysML to establish traceability between functions
and components.

* Identified gaps where functions lacked associated components, leading to the addition of
new functions or refinement of existing ones.

e Design Considerations:

* Avoided gold plating by ensuring each function was allocated to the appropriate
component without redundancy.

e Qutcome:

* Gaps in tracing highlighted the need for new or refined functions, ensuring comprehensive
functional coverage. . Z6L caving it
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TRADE STUDY



TRADE STUDY PROCESS AND RESULTS

* Purpose:

* Evaluate and select optimal components for
AOMS, focusing on high-risk elements,
particularly the thermal management system.

 Methodology:

* Used Pair-Wise Comparison and Utility Curves

to assess thermal alternatives based on heat Criteria Requirement(s)
rejection, mass, efficiency, and redundancy. Heat Rejection Capacity 0.20.1: The thermal management system shall achieve a heat rejection
capacity of at least 10 W/kg (threshold) under normal operating conditions,
* Conducted sensitivity analysis for robustness. with an objective of 60 W/kg or greater.
Redundancy 0.20.2: The radiator system shall have a mass penalty for achieving N+2
e Thermal Alternatives: redundancy not exceeding 300 kg, with an objective of 40 kg or less.
Radiator System Mass 0.20.3: The total mass of the radiator system shall not exceed 2800kg
* |ISS Heat Rejection System Radiator (HRSR) (threshold) and 200kg (objective).
Radiator Deployed Area 0.20.4: The total deployed area of the radiator system shall not exceed 200m?
e Alpha Radiator (threshold) and 50m? (objective) while meeting the required heat rejection
capacity.

* Deployable Panel Radiator (DPR)

ISS HRSR Alpha Radiator Deployable Panel Radiator
* Results: Criteria Wt. | Raw |utiity| Weighted | Raw | Utility| Weighted | Raw |utility| weighted
Score |Value|Utility Value| Score |Value|Utility Value| Score |Value|Utility Value

* DPRselected as the optimal solution, excelling Heat Rejection (Wikg) 058 1078 0.02 001  54.82 052 55.97

in heat rejection, mass efficiency, and Mass (kg) 0.17 1487.75 003 001  273.60 0.14 288.00

dep|0yab|e area Whlle meeting rellablllty Deployed Area (m2) 0.15 106.70 0.52 0.08 48.48 0.13 36.96

standards.

Redundancy (N+2) Penalty (kg) 0.10 27050 0.11  0.01 45.60 0.10 72.00

Operational Utility

Function (Weighted Sum) 0.103



TEST AND EVALUATION PLANNING



INTEGRATION APPROACH & TESTING

Integration Approach:
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RISK MANAGEMENT



RISK MANAGEMENT

e Structured Methodology:

* Identifies, assesses, and mitigates risks throughout
AOMS’s lifecycle.

* Proactive and adaptive approach ensures early
identification and continuous monitoring.

e Risk Assessment Matrix:

* Evaluates risks on a scale of 1 to 5, prioritizing high-
likelihood, high-consequence risks.

* Focus areas: System performance, safety, and mission
success.

* Mitigation Strategies:

* Real-time monitoring, process optimization, automated
inspection, and emergency procedures.

* Integrated into subsystems, with testing such as Thermal-
Manufacturing Integration and End-to-End Production
Cycle Tests.

* Risk Reduction Outcome:
* Successful mitigation measures reduced risk severity.

* Ongoing monitoring to track effectiveness and ensure
system reliability during operations

ID Risk Description Initial  Final

Microgravity
Manufacturing Process
Instability

Fiber Pulling Process
Continuity

Remote Quality Control
System Reliability
Thermal Management
System Inefficiency

Material Handling
Automation Errors

LIKELIHOOD
)

Impact Summary

Variations in microgravity conditions could disrupt

ZBLAN fiber production, impacting quality and

equipment.

Interruptions in fiber pulling can lead to production
nd quality issues, reducing operational

Inadequate thermal control could lead to
temperature fluctuations, impacting fiber quality and
system performance.

contamination, waste, and damage, reducing
nroduction quality and efficiency.

CONSEQUENCE
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SYSTEM SPECIFICATION (A-SPEC)

* Purpose:

Report Total Quantitative % Quantitative Binary Qualitative
* The A-Spec (System Specification) defines the functional /515 Repor j; 44% 2
] 9 "l / /
and performance requirements for the AOMS system,

ensuring all subsystems meet mission objectives.
Test and Evaluation Plan
° Key Elements: Systemn Specification 70%

* Requirements Hierarchy: Organized by operational,
performance, functional, and constraint requirements,
aligned with the needs identified in earlier phases.

* Key Performance Parameters (KPPs): Critical, non-
negotiable requirements that are essential for mission
success.

* Verification Methods: Each requirement includes defined
methods for verification, ensuring compliance (e.g.,
inspection, test, analysis).

e Qutcome:

* Provides a comprehensive blueprint for the AOMS
system, aligning design, testing, and validation with
mission goals.



CONCLUSION: SCHEDULE ANALYSIS, LESSONS
LEARNED, & RECOMMENDATIONS




EARNED VALUE MANAGEMENT ANALYSIS

e Schedule Performance:

* Schedule Variance (SV) and Schedule Performance
Index (SPI) tracked milestones against planned
timelines.

* Initial delays during Project Setup & Research
reflected negative SV in August and September 2024.

e By October, schedule recovery was evident, with
faster-than-expected progress in later phases, driven
by MBSE efficiencies.

* Despite some delays in CDR and FAR reports, positive
SPI was maintained in November and December.

* Cost Performance:

e Early cost overruns due to intensive Project Setup & o Desin Repo
Research efforts. sk Mansgement Pan

* Application of MBSE and risk management strategies |py-
helped reduce costs, leading to savings in later stages,
particularly in A-Spec and Test Plan development.



RECOMMENDATIONS

* Consider a Student Mentoring Program:
* Implement a mentoring system where past students provide granular feedback to those currently working on projects.

* Benefits:
* Support for navigating challenges and refining approaches.
* Guidance on best practices, common pitfalls, and effective strategies for systems design, requirements, and verification.

* Reduced advisor workload and more peer-supported learning.
* Consider Integrating MBSE into T&E Course:
* Incorporate MBSE tools like MagicDraw into the Test & Evaluation (T&E) course.

* Benefits:
* Enhances simulation and visualization of test cases.
* Ensures tests align with system requirements and interactions.

* Provides hands-on experience with tools used in industry, improving system validation and verification.



Space Mission
Engineering:

LESSONS LEARNED

Passion-Driven Projects: ety
*  Choosing a topic you’re passionate about keeps you motivated through long project phases.
*  Activities like STEM mentoring and designing a mission patch help connect with the significance of the work.
Consult Reference Architectures:
* Sanford Friedenthal’s reference architecture ensured best practices and improved system design

Stakeholder Engagement:

*  Continuous feedback, especially from experts like Lynn Harper, refines system requirements and aligns them package PrpesaL G rpese
with real-world needs and market demands.

Meta Models & Model Organization:

*  Meta models clarify relationships and ensure consistency, enhancing communication and reducing errors.

ISO/IEC/IEEE 42010:2022 provided guidance on structuring viewpoints, ensuring clarity and improving report
generation.

Harnessing Metachain Navigation:

* Using metachains and generic tables streamlines requirement-tracing and aids in visualizing dependencies.
Requirements Tracing to Functions:

*  Afterinitial tracing, evaluate if the right functions and requirements are identified.

*  Avoid forcing relationships that aren’t fully accurate, as this can cause inconsistencies.

*  Functional decomposition and activity diagrams are crucial to ensure meaningful relationships. Careful tracing
avoids compromising system integrity.

ARCHITECTING SPACECRAFT
WITH SYSML

A Ml Re el Syt Faginectiog \fpeab

SANTARD FRIEDINTHAL
CRRITIRPEIR 05T 0X
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META MODEL

bdd [Package] Needs, Reguirements Meta Model[ Meeds, Reguirements Meta Model ]J

«comments
A use case is associated with lifecycle
phases by the "allocate” relationship
where the can be decomposed into more
specific sets of functions

«comments

Use Cases in this model
represent system behaviors
supporting stakeholder needs
throughout the System
Lifecycle, informing
requirements by capturing
actor goale. High-Level Use
Cases depict major
operational scenarios
interacting wiith primary
actors, while Sub-Use Cases
detail specific functions

hin these scenariog,
potentially involving
specialized actors

«comments
System functions traced from use cases are
decomposed to the lowest level applicable for
architecture definition and hand off to

| xallocates

wallocates

_«alocater

wcomments
An Actor is a type of Stakeholder or external system that directly
participates in a use case. Primary actors mainly interact with high-
level use cases, while specialized actors may engage with relevant
sub-use cases, faciitating effective communication of system
functionality and addressing all stakeholder needs.
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R
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—> Stakeholder
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Stakeholder Needs and Objective help provide rationale
for system requirements that are not derived from parent
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and reasoning for System Use Cases
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«comment»
An exchanged item is used to describe a type of entity that flows
through the system. The tem may be a physical flow, such as
energy or matter or a flow of information
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The verify relationship relates aspects of
the test context to requirements to show
how test intents to verify a requirement
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A system requirement is generalized object
that can capture requirements of various
kinds like Functional, PPerformance,
Interface, Constraints and Operational
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These behaviors contain state and state
transition definition that can satisfy
requirements

«comments |
Elements and attributes of the system |
architecture are defined to show how the
system safisfies the requirements. This wrequirements (0]
view summarizes some of the available Tier 2 Requirement
objects used in this manner
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Specify name and expression for the custom column. Specify name and expression for the custom column.

Select and specify operations for calculating/gathering values of custom column, If several operations are specified, custom column will contain Select and specify operations for calculating/gathering values of custom column. If several operations are specified, custom column will contain
results of all of these operations. results of all of these operations.
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